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Command Classification

smartTalk uses a Naive Bayes classifier to determine the user’s
intent of a given command. The model computes the confidence of

Abstract

We present a learning-based framework called smartTalk for
natural-language human-robot interaction. smartTalk is an intent-

Experiments

We tested our classification model in several simulated
environments. Figures 1 and 2 show the confusion matrices, and

based framework that classifies a user-given command to an action. each class to determine the uncertainty of a command. Commands Tables 1 to 4 show training and testing data for two environments.
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